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INTRODUCTION. 

The United States Congress has become convinced that the National 

Aeronautics and Space Administration's (NASA) Space Station Program could be 

a logical user and a highly visible stimulator of new technological advances 

for the U.S. economy. To that end, Public Law 98-371 has mandated that 10% 

of the total Space Station costs be spent on advanced automation and 

artificial intelligence technologies (NASA, 1985). To obtain more experience 

to fulfill this congressional mandate, NASA has become active in automation 

endeavors in its Space Transportation System (STS) program which uses the 

Space Shuttle. 

The process of monitoring Shuttle activities from the ground to ensure the 

success of the mission and the safety of the crew is called flight control. 
c 

Shuttle f'light control requires a complex configuration of computer and 

communications systems, and a large team of highly trained controllers to 

perform the mission monitoring and control function. The workload of these 

flight control teams is increasing with -A. A '- 

. .  anA 
more complex pay1oadsx"At the same time the skills of flight 

controllers are in constant demand for new programs such as the Space 

Station. The large number of flight controllers required also drives up the 

cost of Shuttle operations. 

One of the most promising solution approaches to the problems of Shuttle 

flight control is the use of expert systems technology. Expert systems, in 

theory, provide a means to capture the knowledge of experienced flight 
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controllers in a computer program. Unlike human controllers, an expert 

system will not fatigue under the stress of real-time monitoring, be 

transferred to another assignment, or retire. Unlike conventional computer 

programs, expert systems, with their separate knowledge bases, are easy to 

change as new knowledge and experience is acquired. However, expert systems 

lack common sense (Waterman et al, 1985) and therefore it is doubtful that 

they will totally replace their human counterparts. Use of this technology 

in an advisory role and as training aids would be more realistic. 

While demonstration expert systems have shown potential in many application 

areas, the practical use of this technology in the Shuttle flight control 

environment poses some challenging problems. The real-time nature of the I 
I environment requires expert 'decisions to be made in a matter of seconds 

using hundreds of numerical and status parameters. These systems must also 
~ i r r b l i  c,,& i Cen Lr 

be embedded in the@C) software environment in order to obtain information 

efficiently from the surrounding system. The commercially available expert f?: 
c U- 
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conventional hardware and software environment. They also have not : F  

demonstrated the performance necessary for real-time operation with large -_ 

system tools are implemented in LISP or otherA@I) languages and operate only 

on specially built computers. This prevents them from being embedded into a 
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amounts of data. 

The 

problem has been the subject of research conducted as part of FSD 

application of expert system technologies to the Shuttle flight control 

Houston's 
? 

Spacecraft Control Centers Independent Research and Development project. I 

This work has produced a prototype expert system tool, called FLIGHT 

CONTROLLER, which is designed to support the development of real-time expert 

systems applications embedded in and integrated with the future Shuttle MCC 
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environment. and 

t he  knowledge engineering of an entry navigation appl icat ion begun. This 

During 1984 and 1985 the  prototype software was developed 

lead t o  demonstrations of the  prototype system t o  NASA and t h e  USAF i n  1985 

and 1986. NASA is current ly  funding fu r the r  research and development on the  

FLIGHT CONTROLLER system aimed a t  improving i ts  leve l  of exper t i se  i n  the  

entry navigation appl icat ion and rehosting the  system t o  workstations 

already i n  the MCC. 

I n  t h i s  a r t i c l e ,  we w i l l  discuss the  FLIGHT CONTROLLER system, i t s  design, 

appl icat ion development, and s ta tus .  We w i l l  f i r s t  descr ibe the  entry 

navigation f l i g h t  control  t a sk  which t h e  expert  system performs. We w i l l  

then describe the  design of the  FLIGHT CONTROLLER expert  system software 

which was used fo r  prototype development, t he  development approach used t o  

c rea t e  the  knowledge base, and the user i n t e r f ace  f o r  t he  candidate 

appl icat ion.  F ina l ly ,  we w i l l  discuss the  r e s u l t s  obtained from the  

prototype and the conclusions t h a t  we have drawn from t h i s  research. - 
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THE SHUTTLE FLIGHT CONTROL APPLICATION. 

Shut t le  f l i g h t  control is the  process of monitoring the  s t a t u s  and 

performance of the Shu t t l e ' s  t ra jec tory  and onboard systems and tak ing  the  

actions necessary t o  maintain the  health of those systems. This t a s k  is  

accomplished by monitoring t ra jec tory  t racking data  from var ious ' radar  

s t a t ions  and the  data  from the  Shut t le ' s  telemetry downlink. A l l  of t h i s  

information is presented t o  control lers  on video displays i n  r e a l  t i m e .  

When problems a re  detected,  corrective measures are determined and ac t ions  

taken e i t h e r  by voice communication t o  the  Shu t t l e  crew or  through changes 

t o  t h e  Shut t le  onboard systems' through command uplink. 

The Fl ight  Director,  who is i n  charge of t h e  Shut t le  mission, has a team of 

highly special ized personnel t o  a s s i s t  him i n  decision making. During the  

landing phase, or  entry,  the  Shuttle is bas ica l ly  a g l ide r  with no 

capabi l i ty  fo r  l a s t  minute wave-off o r  turn-around. To a s s i s t  t he  F l igh t  

a= 4' 
c u i  si g= 

> 

Director i n  t h i s  very c r i t i c a l  phase, t he  Guidance Off icer  provides advice ' 5  

i n  matters per ta ining t o  Shuttle guidance and navigation. The Guidance -- - 
e 
d * .  

Officer  i s  himself advised on Shuttle navigation matters by the con t ro l l e r s  

a t  t he  Onboard Navigation (ONAV) console. The ONAV console landing phase 

monitoring fo r  the  primary navigation system was selected by t h i s  pro jec t  as  

a prototype application domain because of t he  qua l i t y  of t he  documentation, 

the  leve l  of expert ise  required, and because it bes t  demonstrates t he  

real-t ime capab i l i t i e s  of the system. 
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The basic  r e spons ib i l i t i e s  of t he  Onboard Navigation,console a r e  t o  monitor 

t he  s t a t u s  of Shut t le  navigation systems and ensure t h a t  t he  Shu t t l e ' s  

onboard computers always have the most accurate pos i t ion  and ve loc i ty  

information avai lable .  This i s  done by comparing the  navigation information 

present i n  t h e  Shut t le  onboard computers ( the  s t a t e " )  with information 

derived independently by ground radar sources. When problems a r e  detected,  

they a re  isolated t o  the  Shuttle system causing the  e r r o r  and the crew is 

advised t o  disconnect t h a t  component. I f ,  because of t i m e  o r  other  reasons, 

t h e  problem cannot be i so la ted  t o  a pa r t i cu la r  Shu t t l e  system, the  onboard 

pos i t ion  and veloci ty  information i s  updated v i a  a command uplink t h e  

a id  of the current ground computed navigation data .  

'f 

w i t h  

The ONAV task  requires  the+ simultaneous monitoring of severa l  components 

t h a t  contr ibute  t o  the  navigation s t a t e  a s  i l l u s t r a t e d  i n  Figure 1. These 

include : I n e r t i a l  Measurement Units (IMUs) t h a t  provide a t t i t u d e  and 

accelerat ion information, Tact ical  A i r  Navigation (TACAN) systems t h a t  
c 

provide range and bearing from a fixed point on t h e  ear th ,  t he  A i r  Data 

Transducer Assembly (ADTA) t h a t  provides barometric a l t i t u d e ,  and the  

Microwave Landing System (MSBLS) f o r  t he  f i n a l  approach t o  the  runway. In 

addi t ion,  the ground s t a t i o n s  assessment as  t o  the  ac tua l  Shut t le  pos i t ion  

and ve loc i ty  must a l so  be monitored t o  determine i f  t h e  Shu t t l e ' s  navigation 

is s u f f i c i e n t l y  accurate fo r  a s a f e  landing. The monitoring process is 

fu r the r  complicated by t h e  presence of redundant instruments of a l l  the  

components as well as  two separate navigation systems (primary and backup). 

During a Shut t le  entry,  the  ONAV f l i gh t  con t ro l l e r s  must scan over 150 data  

items on specialized CRT displays every 4 seconds fo r  each of t he  two 

navigation systems, s t ay  i n  voice contact w i t h  other  members of the  f l i g h t  

control  team t o  determine the  s t a tus  of ground radar and other  systems, 
- 6 
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adjust for noise in the data, and make the necessary recommendations. The 

workload requirements of this task dictate that this job be done by 2 

controllers - one to monitor the primary flight control system and one to 

monitor the backup system. 
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components that provide navigation information to the Shuttle I 
are monitored in real time by Onboard Navigation console I 
personnel to maintain a correct navigation position and 1 
advise the crew on use of the system. I 

I 

I 
I 
I 
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8 



THE FLIGHT CONTROLLER EXPERT SYSTEM. 

The FLIGHT CONTROLLER system is a generalized tool that can be used to 

create real-time expert system applications integrated with the Shuttle 

mission environment. It is designed to operate as an embedded application in 

a general purpose flight control workstation like that proposed for NASA's 

MCC Upgrade program. The expert system requests and receives Shuttle data 

from the flight control host system via a Local Area Network (LAN), performs 

inferencing on the data, and presents recommendations on one of the 

workstations high resolution color displays. The prototype system was 

developed on a MASSCOMP MC500 workstation under the UNIX;k operating system. 

The FLIGHT CONTROLLER system is composed of two major components: the 

Inference System which performs real-time reasoning and system interfacing, 

and the Knowledge Acquisition System which supports the off-line definition 
- 

and processing of the knowledge base for real-time use. A block diagram of 

major FLIGHT CONTROLLER components is shown in Figure 2. The details of 

each of these components are discussed in the following sections. 

---------------- 

* UNIX is a trademark of Bell Laboratories, Inc. 
9 
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. .  
THE INFERENCE SYSTEM 

One of the goals of this project was to maximize the use of existing expert I 
system tools and technology to the extent possible. To this end, several 

existing expert system techniques and tools were surveyed (Highland, 1985) 

including OPSS (Forgy, 1980), EXPERT (Weiss and Kulikowski, 1979), the 

General Purpose System for Inferencing (GPSI) (Nielsen, 1983, Starbird, 

1983), LISP, and PROLOG. The tools were evaluated with respect to their 
7. % 

applicability to the problem, ease of use, ability to operate in the 

workstation environment, expected execution speed, transportability, and 

other factors. On the basis of this analysis, the University of Illinois 

GPSI was selected as the basis'for further development. 

The GPSI system is a backward chaining expert system shell designed to 
ID5 

I: sz 
operate on small computer systems. It represents knowledge in the form of 0 ) -  

c (11 
decision trees with the goal or conclusion at the top and evidence elements 

which lead to a conclusion as leaves. To improve execution time performance, 
-"a4 

the GPSI system features compilation of its knowledge base into an efficient 5 e 
internal form. The system is small, portable, and written entirely in _ _  

-. 
J 

Pascal. The characteristics of small size, speed, and implementation in a 

compilable, conventional language make the GPSI system a good starting point 

for embedded systems applications. 

Forward chaining reasoning would seem to be the most appropriate for 

monitoring functions like those required for Shuttle flight control. 

However, data in the Shuttle environment is highly dynamic and could cause a 

forward chaining system to perform significant processing in reacting to 
11 



rapidly changing da ta  with l i t t l e  inherent s ign i f icance .  In  con t r a s t ,  a 

properly designed backward chaining system could focus a t t en t ion  on t h e  

important aspects of t h e  problem and inves t iga te  addi t iona l  da ta  only when 

necessary. FLIGHT CONTROLLER uses GPSI'S backward chaining reasoning i n  a 

cyc l i c  manner with the  addi t ion of re ta ined s t a t e  data .  Each set  of Shu t t l e  

measurements i s  analyzed f o r  problems and important s t a t e s  s tored f o r  l a t e r  

use. In t h i s  way processing i s  minimized and a backward chaining approach is 

used e f f ec t ive ly  f o r  a monitoring task.  

The da ta  on which FLIGHT CONTROLLER must base i t s  decis ions o r ig ina t e s  i n  

t h e  f l i g h t  control  host  computer. Collection and processing of t h i s  da t a  is 

t h e  job of t h e  Information Acquisition and Processing Subsystem (IAPS) of 

FLIGHT CONTROLLER. Using ' l i s t s  of da t a  names created by the  Knowledge 

Acquisit ion System (described below) IAPS' requests continuous transmiss ion 

of da ta  values a t  a regular r a t e  from a cen t r a l  da ta  se rver  i n  t h e  f l i g h t  

cont ro l  hos t  computer. On rece ip t  of each set  of da ta  values,  t he  da t a  are 
c 

made ava i lab le  t o  t h e  inference engine which requests  the  data  through 

ex terna l  i n t e r f ace  rout ines  as  they a re  needed by the  reasoning process. 

Other subsystems of the  FLIGHT CONTROLLER Inferencing System provide 

in t e r f aces  t o  workstation executive software and generalized support 

se rv ices .  The Display In te r face  subsystem provides recommendations, 

explanations,  intermediate resu l t s ,  and operating s t a t i s t i c s  t o  d isp lay  

serv ices .  Display output is the  means by which a l l  FLIGHT CONTRoLLER 

recommendations a re  presented t o  the user .  Direct ive processing allows t h e  

system t o  accept control  d i rec t ives  from t h e  workstation keyboard t o  s t a r t  

t h e  monitoring process. 

12 
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A key characteristic of the FLIGHT CONTROLLER Inferencing System design is 

that it is not a complete system in itself, but an embedded application 

program within the workstation environment. FLIGHT CONTROLLER, like other 

applications in the workstation, receives data, processes it, and produces 

results. These results may be presented to the user through display 

applications, or may be used by other software to drive additional internal 

processing. The view of the expert system as a data source allows the 

details of man machine interface to be separated from the knowledge bas.e and 

provides more flexibility in the development of user interfaces while giving 

the user with a consistent interface to all workstation applications. 

THE KNOWLEDGE ACQUISITION SYSTEM 

Early prototypes using the GPSI system showed that its knowledge 

representation language had certain undesirable characteristics. Although 

the decision tree representation of knowledge was easy to understand, the 

representation language was excessively wordy and difficult to maintain and 

update. To alleviate this problem and to allow close integration of the 

knowledge representation with the characteristics of the Shuttle 

environment, a knowledge representation language preprocessor was developed. 

The preprocessor, called the Knowledge Acquisition System (KAS), accepts an 

English-like knowledge representation language which is parsed and converted 

into rule trees using software created with the YACC parser generating 
'. 

system (Johnson, 1978). The rule trees are translated into the equivalent 
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GPSI rule text wqich is then processed by the GPSI rule compiler for use by 

the Inference System. 

The knowledge representation language allows the specification of rules and 

concepts in an English-like if-then format using keywords to represent 

commonly used features such as certainty factors and logical relationships. 

Each rule specifies a set of conditions that lead to an intermediate result 

or conclusion and can specify one or more actions to be taken. Intermediate 

results may be used in other rules to simplify the structure of the rule 

conditions and to encapsulate logical concepts relevant to the problem 

domain. Multiple rules can be specified for each result or conclusion 

providing flexibility in the specification of conditions with many possible 

causes and making rules easier'to understand. 

The knowledge representation language is designed to allow problem 

specification in a form pertinent to the flight control environment. 

Numerical comparison operations on downlinked Shuttle measurements and 
c 

ground tracking data are the basis for most judgments in this problem 

domain. These can be specified directly in the knowledge representation 

language using Shuttle measurement names or their aliases and traditional 

comparison operators. The use of Shuttle measurement names in the rules 

results in the automatic creation of tables that allow efficient retrieval 

of the associated data during real-time operation. 

knowledge engineer is freed from defining unique access characteristics 

Using this approach, the 

for 

each measurement required. While this may seem like a trivial feature, it is 

a significant advantage in creating and maintaining knowledge bases 

involving hundreds of measurements. In a similar fashion, parameters or 

Wi m 

local variables used during the inferencing process are defined through 
14 
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t h e i r  usage i n  the  knowledge base and a r e  made ava i lab le  t o  t h e  d i sp lay  

system. This allows t h e  end user t o  view intermediate r e s u l t s  and cur ren t  

s t a t e s  from the  inferencing process f o r  debugging o r  explanation purposes. 

FLIGHT CONTROLLER'S reasoning must a l so  address t h e  problem of missing data .  

Some da ta  items from t h e  Shut t le ' s  telemetry downlink may be unavai lable  

because of degraded equipment modes o r  weather conditions.  To allow f o r  

t h i s ,  FLIGHT CONTROLLER makes use of GPSI'S fuzzy log ic  (Zadeh, 1979)  

c a p a b i l i t i e s .  As p a r t  of the  data r e t r i e v a l  process,  t he  s t a t u s  of each 

Shut t le  measurement (supplied by the host  da t a  r e t r i e v a l  system) i s  checked 

and r e f l ec t ed  i n  a ce r t a in ty  factor  associated with the measurement. I f  t h e  

s t a t u s  of a parameter shows t h a t  a data  value is  present ,  a c e r t a i n t y  f ac to r  

of 1 . 0  ( t rue )  i s  assigned t o  t h a t  measurement. I f  t he  s t a t u s  shows t h a t  t h e  

measurement's value is not currently ava i lab le ,  a ce r t a in ty  of 0.5 (unknown) 

is assigned. These ce r t a in ty  factors a r e  then propagated t o  the  r e s u l t s  of 

comparison operations and t o  the  conclusions drawn by the  ru l e s .  This f r ees  

the  knowledge engineer from being concerned about t he  a v a i l a b i l i t y  of 

telemetry data  and s impl i f ies  t h e  creat ion of r u l e s .  In addi t ion t o  t h e  use 

of fuzzy log ic  t o  ind ica te  data a v a i l a b i l i t y ,  FLIGHT CONTROLLER a l s o  

supports t h e  conventional use  of fuzzy log ic  ce r t a in ty  f ac to r s  i n  i t s  r u l e s .  

1s 



KNOWLEDGE BASE DEVELOPMENT 

The approach used to develop the FLIGHT CONTROLLER/ONAV knowledge base took 

into account the research and prototype nature of this project. The 

knowledge base was developed using a methodology based on a gradual 

acquisition of knowledge that more closely follows the human educational 

process. The highlights of the methodology are: 

o Creation of an initial knowledge base using available documentation 

training material 

and 

o Refinement of the knowledge base through experiences derived from a 

simulation environment 

Further refinement using domain experts o 

c 

This approach offers several advantages over the conventional knowledge 

engineering approach of interviewing experts to extract their expertise. 

First, the initial knowledge base is based on "first principles" or 

application theory making the knowledge base more general because it is not 

based on the specific set of examples that were used in interviewing the 

domain expert. This also provides a framework to guide the development 

producing a more complete and better organized knowledge base. Secondly, 

the use of background and theory information gives the knowledge engineer, 

as well as the expert system, the proper vocabulary with which to 

communicate intelligently with domain experts. Third, the domain experts 

time is utilized more effectively. refine The domain expert can be used to 

the initial model rather than being required to train the knowledge engineer 
16 



and the expert system from the ground up. Finally, if the available 

documentation is adequate and it is only desired (or possible) to build a 

demonstration prototype, this approach does not require the use of a domain 

expert. While the experience of a domain expert is invaluable in the 

development of an operational system, limited demonstration systems can be 

built without one. 

The documentation used to develop the initial knowledge base was the. NASA 

ONAV Console Procedures manual (NASA, 1982). This document provided a good 

starting point because it was well written and because the domain experts 

considered it a good representation of the job they do. In addition, this 

document contained a number of heuristics based on experience with past NASA 

spacecraft missions and navigation systems. This information was 

supplemented with the onboard software requirements document (Rockwell, 

1985) which provided information about the design and operation of the 

onboard software systems. 

The use of domain documentation and training material provided a natural 

organization for the development of the knowledge base. This organization 

is illustrated by Figure 3 .  The problem is partitioned along two dimensions 

- the systems being monitored and the major functions required to perform 

the monitoring task. This structure provides a complete decomposition of 
. 

system elements from which rules can be developed for performing the ONAV 

tasks. 

Once coding of the initial knowledge base was complete, testing of the 

system was begun. The first phase of testing used hand-coded test data to 

ir n 

verify each of the major functions the system was to perform. This approach 
17 
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was useful for initial checkout of the system but was not realistic because 

the test scenarios were based on the knowledge engineer's expectations of 

the world and reflected only those rules already coded in the knowledge 

base. They also lacked the fidelity and complexity of the real environment. 

The second phase of testing utilized data from a high fidelity integrated 

simulation environment. This consisted of an AP 101 Shuttle flight computer 

loaded with real flight software running in a Flight Equipment Interface 

Device (FEID) which simulates the Shuttle hardware interfaces. This was 

driven by avionics and flight dynamics models from the Software Production 

Facility (SPF) system which is used to test Shuttle flight software. Data 

from the onboard systems was then captured, transmitted to the Shuttle 

flight computers containing MCC support software, and then sent over a Local 

Area Network to a workstation containing FLIGHT CONTROLLER/ONAV. This 

configuration provides an environment in which high fidelity scenarios can 

be easily created and used to test the expert system in a closed-loop test 

environment. This allows expert system recommendations to be immediately 

implemented through simulated crew actions to effect the overall state of 

the environment. This use of a high fidelity simulation environment gave 

the FLIGHT CONTROLLER/ONAV system a large experience base that was used to 

correct and enhance its knowledge. 

- 
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RESULTS. 

Several scenarios were developed t o  r e f i n e  and tes t  t h e  c a p a b i l i t i e s  of t h e  

FLIGHT CONTROLLER/ONAV system. A description of one of t h e  more i n t e r e s t i n g  

scenarios  is given i n  Figure 4 .  This scenario involves a nominal Shu t t l e  

en t ry  followed by a sequence of navigation component f a i l u r e s  t h a t  requi res  

t h e  expert system t o  make t i m e  c r i t ical  decis ions.  Other scenarios t h a t  were 

developed tes t  t h e  expert system with nominal e n t r i e s ,  f a i l u r e s  i n  each 

major c l a s s  of devices and systems, and monitoring without t he  use of ground 

radar data .  These scenarios represent a wide range of problems t y p i c a l  of 

those t h a t  a r e  seen i n  operational o r  simulated s i t u a t i o n s .  

The FLIGHT CONTROLLER system software has been implemented and t e s t e d  on t h e  

MASSCOMP workstation with a knowledge base fo r  Primary F l igh t  Control System 

(PFS) Shut t le  landing phase monitoring. The current  knowledge base contains  

393 r u l e s ,  uses 140 Shut t le  measurements as a da t a  source, and contains an 

- 

add i t iona l  37 i n t e rna l  parameters. I t  required approximately a manyear t o  

develop the  FLIGHT CONTROLLER system software and t h e  ONAV knowledge base. 

The system has been run with various scenarios i n  t h e  in tegra ted  f l i g h t  

con t ro l  environment. I t  performs an inferencing cycle  (producing a set of 

recommendations on a s ing le  s e t  of 140 input  measurements) i n  4.0 seconds of 

elapsed t i m e  using 4.0 seconds of CPU. This l eve l  of performance is 

adequate t o  keep up with t h e  r e a l  da t a ,  which updates every 4.0 seconds. 

With t h e  advent of more powerful workstations it w i l l  be possible t o  a t t a i n  

even b e t t e r  performance. 
21 
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. .. . .. 
The recommendations produced by FLIGHT CONTROLLER were presented on a 

graphical d i sp lay  l i k e  t h a t  of Figure 5 .  The boxes along t h e  outer  top,  

l e f t ,  and bottom edges of t he  display represent t he  components t h a t  provide 

information t o  t h e  navigation system: t h e  t h r e e  I M U s ,  t h e  drag processor,  

t h e  three  TACAN sensors,  t he  A i r  Data system (ADTA), and the  Microwave 

Landing System (MSBLS). Each of these components is  connected t o  a Kalman 

f i l t e r  which combines t h e  sensor inputs t o  produce a composite onboard 

pos i t ion  and ve loc i ty  estimate.  This es t imate  then compared with the  ground 

radar  pos i t ion  and ve loc i ty  (indicated by the  box i n  the  upper r i g h t )  t o  

produce an estimate of the  e r r o r  in t h e  onboard navigation system. The 

d isp lay  makes extensive use of color t o  ind ica te  t h e  current  and recommended 

use of the  components. The color  scheme is as  follows: green ind ica tes  t h a t  

t h e  component i s  being used, black indicates  it is not ,  yellow indica tes  

t h a t  t h e  component should be connected (selected)  , red ind ica tes  t h a t  t h e  

component should be disconnected (deselected).  The use of color  allows t h e  

systems recommendations t o  be immediately evident without reading t e x t  

messages. Short t e x t  messages are  a l so  provided i n  the  recommendation 

c 

summary box i n  the  upper l e f t  corner of t he  screen. 

Each of t h e  component boxes on t h i s  d i sp lay  a l so  contains a de t a i l ed  s t a t u s  

of t h e  cha rac t e r i s t i c s  t h a t  determine i t s  hea l th  indicated by GOOD, BAD, 

blank, or ? ? ?  ind ica tors .  This representation of hea l th  provides a means of 

explaining the  act ions recommended i n  a manner t h a t  can be quickly 

in te rpre ted  by t h e  user and does not impose a s i g n i f i c a n t  computation cos t  

s ince  the  information is  generated as a s ide  e f f e c t  of the  monitoring 

process.  
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CONCLUSIONS. 

The work on t h e  FLIGHT CONTROLLER/ONAV system has r e su l t ed  i n  a t o o l  f o r  t h e  

development of highly in tegra ted  and embedded real-time expert systems f o r  

t h e  Shu t t l e  f l i g h t  control  environment and has shown the  po ten t i a l  of expert  

systems t o  automate t h e  f l i g h t  control  t a sks .  While t h e  current  l eve l  of 

expe r t i s e  i n  FLIGHT CONTROLLER/ONAV i s  l e s s  than t h a t  of experienced ONAV 

con t ro l l e r s ,  it appears t h a t  the system, with planned improvements, could 

perform t h e  monitoring t a s k  as well as human console operators .  

Additionally, it has been proven t h a t  a real-time monitoring task  can be 

performed using conventional hardware and software and that spec ia l  purpose 

programming languages, such as LISP, and spec ia l  purpose hardware are not 

necessary. 

c 

The knowledge representation language used by FLIGHT CONTROLLER has shown 

t h a t  t he  knowledge bases of spacecraft cont ro l  systems should be in tegra ted  

with real-t ime da ta  retrieval and presentation c a p a b i l i t i e s  of t h e  system i n  

a t ransparent  manner. This frees  t h e  knowledge engineer from wr i t i ng  

addi t iona l  ru les  and log ic  t o  acquire information, allows knowledge bases t o  

be independent of t h e  p e c u l i a r i t i e s  and protocols of da t a  r e t r i e v a l  systems, 

and makes modification and enhancement of t h e  knowledge base easier. 

Additionally, information derived by t he  reasoning process should a l s o  be 

in tegra ted  with t h e  surrounding display and da ta  r e t r i e v a l  systems t o  

s impl i fy  information presentation and d i s t r i b u t i o n  and f r e e  the  knowledge 

engineer from issues of man machine in te r face .  

In m 
Y 
5 m -  
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Finally, this project has shown that the availability of a realistic test 

environment is essential to the development of operational quality expert 

systems. Expert systems are intended to operate in complex environments 

which can not be simulated realistically using simple test drivers. A high 

fidelity simulation environment or test cases drawn from real world 

situations is essential for the development of a system that is expected to 

produce expert level performance. 

The FLIGHT CONTROLLER/ONAV system has been demonstrated to USAF and NASA 

personnel using a complex off-nominal Shuttle entry scenario in which the 

expert system must play the role of an ONAV flight controller in 

recommending the proper crew actions to save the Shuttle from a series of 

navigation equipment failures. NASA ONAV console personnel have been 

impressed with the systems high level of integration, real-time 

capabilities, and realistic interpretation of the Shuttle data. NASA is 

currently funding research to continue the development of the ONAV knowledge 

base and to install the FLIGHT CONTROLLER system in the NASA development 

laboratories. After additional testing, upgrading, and evaluation, the 

FLIGHT CONTROLLER/ONAV system may be used to assist ONAV console operators 

during Shuttle training simulations and missions. 
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